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Presentation Outline

1. Problem
• Challenges that data2vec solves

2. Data2vec
• Training methods

3. Experiments & Results
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Self-supervised learning(SSL) lets machines learn from data itself, not
labels

• Supervised learning is not scalable.

• The task defines a proxy loss, and the network is
forced to learn what we really care about.

• Research on SSL today almost always focuses on a
particular modality.

• Drawbacks of SSL is that each training process
needs a unique algorithm required to that
specific domain
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An introduction to data2vec
• A general framework that combines:

• Masked prediction
• Latent target representation learning
• Two Transformer networks (self-distillation)

• The weights of the teacher are an exponentially moving average of the
student:
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Training methods
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Model Architecture is a standard Transformer NN

Standard Transformer architecture:
• CV: the ViT-strategy of encoding an image as a sequence of

patches, each spanning 16x16 pixels, input to a linear
transformation

• Speech: data is encoded using a multi-layer 1D CNN that
maps 16kHz waveform to 50 Hz representations

• Text: is pre-processed to obtain sub-word units, which are
then embedded in distributional space via learned
embedding vectors.
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Training strategies on different modalities
After the input sample has been embedded as a sequence of tokens, we mark part of these units by
replacing them with a MASK token and feed the sequence to the Transformer network

• CV: embed 224x224 images as patches of 16x16 pixels then linearly transformed into sequence of
196 representations.

• Follow the masking strategies of BEiT but mask 60% instead of 40% + data augementation.
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Training strategies on different modalities
After the input sample has been embedded as a sequence of tokens, we mark part of these units by
replacing them with a learned MASK embedding token and feed the sequence to the Transformer
network

• CV: embed 224x224 images as patches of 16x16 pixels then linearly transformed into sequence of
196 representations.

• Follow the masking strategies of BEiT but mask 60% instead of 40% + data augementation.

• Speech: 16kHz waveform input into feature encoder which results an encoder output frequency of
50 Hz waveform

• Sample p=0,065 of all time-steps and mask subsequent 10 timesteps (49% of all time-step MASK)

• NLP: input data is tokenized by byte-pair encoding
• applied to a 15% of the tokens, where 80% are replaced by a mask token, 10% are left unchanged, and

10% are replaced by randomly selected vocabulary tokens.
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• Training Targets: The representations to predict are contextualized representations.
• This is an important difference to BERT, wav2vec 2.0 or BEiT, MAE, SimMIM, and MaskFeat, which predict targets 

lacking contextual information.

• Objective: Minimizes difference between the teacher output ௧, and student prediction, 
௧ Beta param controls transition thresold.

t: current time-step
f(x): student prediction
B: beta param
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Results

Fig1: Computer Vision

Fig2: Speech

Fig3: NLP
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